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Abstract

We studied the dynamics of gas–liquid flows in a rectangular bubble column using Eulerian–Lagrangian simulations.
Three-dimensional, unsteady simulations were performed to simulate the dynamic characteristics of the oscillating bubble
plume. The effect of superficial gas velocity and aerated liquid height-to-column width (H/W) ratio on the dynamic and
time-averaged flow properties was studied and the simulated results were validated using wall pressure and voidage
fluctuation measurements. The effect of lift force and numerical diffusion on the dynamic and time-averaged properties
is discussed in detail. Further, the results obtained using the Eulerian–Lagrangian simulations were compared with the
Eulerian–Eulerian simulations. The bubble scale information, which is otherwise lost in the Eulerian–Eulerian simulations,
was validated using the voidage fluctuation measurements. Such experimentally validated Eulerian–Lagrangian models
will be useful for the simulation of mass transfer and reactions in bubble columns.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Dispersed gas–liquid flows are encountered in a variety of applications (for example, gas–liquid reactions
and mass and heat transfer operations). Dispersed gas–liquid flow in bubble columns is inherently unsteady
and comprised of various flow processes occurring at different length and time scales. On the one hand, mean-
dering bubble swarms give origin to macroscopic re-circulatory flow comprised of several ascending and
descending vortical structures with length scales of the order of the column width or diameter and frequen-
cies of the order of 0.1–1 Hz. On the other hand, bubble-scale flow (vortices shed by bubbles, flow around
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individual bubbles, bubble–bubble interactions) has length scales of the order of the bubble diameter and
frequencies of the order of 1–10 Hz. The fluid turbulence has very different characteristic length and time
scales. The overall dynamics is the result of interactions of these flow processes and govern mixing and other
transport processes in bubble columns. It is therefore important to develop computational models capable of
predicting quantitative relationship between unsteady fluid dynamics and various design/operating para-
meters.

Dispersed gas–liquid flows in bubble columns can be simulated using Eulerian–Eulerian and Eulerian–
Lagrangian approaches. In the Eulerian–Eulerian (E–E) approach, each fluid phase is considered as a
continuum in the domain under consideration which can interpenetrate with the other fluid phases. Several
averaging methods (such as volume, time or ensemble averaging) are used to formulate basic governing equa-
tions. If the underlying flow is turbulent, appropriate turbulence models (generally the two-equation k–e
model) are used. In the Eulerian–Lagrangian (E–L) approach, the continuous phase is treated in an Eulerian
framework (using averaged equations) whereas the motion of individual or groups of bubbles is simulated by
solving the force balance on that bubble. The trajectories of several bubbles or groups are computed in the
control volume and averaged at the computational level. In the Eulerian–Eulerian approach, the trajectory
construction and subsequent averaging are not carried out explicitly during the computations. Since these
operations are implicitly carried out at the conceptual level while deriving the equations, this approach
requires less computational effort than the Eulerian–Lagrangian approach. However, the discrete character
of the underlying process is lost in the Eulerian–Eulerian approach. The Eulerian–Lagrangian approach offers
the following advantages at the cost of increased computational efforts:

• The bubble size distribution can be accounted in a simple manner which allows a more accurate description
of inter-phase forces (drag, lift, virtual mass and other forces).

• Bubble–bubble interactions (four-way momentum exchange, bubble coalescence and break-up) and bub-
ble-induced turbulence can be accounted for in a realistic way.

• Various transport processes and reactions occurring around and within individual bubbles can be rigor-
ously modeled.

In previous numerical studies, unsteady gas–liquid flows in bubble columns were simulated using the
Eulerian–Eulerian approach. It was observed that the Eulerian–Eulerian simulations can predict the low-
frequency oscillations of the meandering bubble plume and time-averaged flow properties in reasonably good
agreement with experiments (see, for example, Pfleger et al., 1999; Buwa and Ranade, 2002, 2003; Rampure
et al., 2003, and references cited therein). Several attempts have also been made to simulate dispersed gas–
liquid flows using the Eulerian–Lagrangian approach (see, for example, Delnoij et al., 1997a,b, 1999; Lain
et al., 1999, 2002). Although the models based on the Eulerian–Lagrangian approach could predict well the
time-averaged properties (such as gas and liquid velocity and their fluctuations), the ability of these models
to predict dynamic characteristics and the bubble scale information is not yet established. In the present work,
therefore, we studied the dynamics of gas–liquid flows using Eulerian–Lagrangian simulations in a rectangular
bubble column the same one as that used previously for Eulerian–Eulerian simulations (Buwa and Ranade,
2003). Over the last several years, various issues regarding the modeling of dispersed gas–liquid flows using
the Eulerian–Lagrangian approach have been investigated. These issues include various forces acting on
bubbles and their magnitudes, inter-phase coupling between the continuous and dispersed phases (two- and
four-way), prediction of bubble trajectories in turbulent flow and turbulence modulation by the presence of
bubbles. A brief review of previous work in the light of these issues is presented in the following section.

1.1. Previous work

The important contributions relevant to the present work are summarized in Table 1. Lapin and Lubbert
(1994) simulated unsteady gas–liquid flows in rectangular bubble columns. They simulated the motion of bub-
ble clusters by assuming that the clusters have a fixed slip velocity. The momentum exchange between the gas
and liquid phases was not considered. The coupling between the gas and liquid phases was achieved through
the effective density of the mixture. The flow was assumed to be laminar. Using their model, they could



Table 1
Simulations of gas–liquid flow in bubble columns using the Eulerian–Lagrangian approach

Reference Geometry Momentum
exchange

2-D/3-D Turbulence
model

Sparger details Aspects investigated Experimental validation

Lapin and
Lubbert (1994)

1 · 4 m Fixed slip velocity
for bubble cluster

2-D Laminar Locally/uniformly
aerated

Unsteady nature of
gas–liquid flow in bubble
column

–
0.5 · 1 m
1 · 1.5 m

Sokolichin et al.
(1997)

Rectangular
column as
used by Becker
et al. (1994)

Fixed slip velocity
for bubble cluster

2-D k–e Locally aerated Effect of numerical
diffusion (discretization
scheme), comparison with
Eulerian–Eulerian simulations

LDA measurement of
Becker et al. (1994)

Delnoij et al.
(1997a)

Rectangular
column as
used by Becker
et al. (1994)

D, VM, L, hydro,
bubble–bubble
interaction

2-D Laminar Locally aerated Effect of virtual mass, lift
and hydrodynamic forces

LDA measurement of
Becker et al. (1994)

Delnoij et al.
(1997b)

Rectangular column D, VM, L 2-D Laminar Locally aerated Effect of aspect ratio,
superficial gas velocity

Plume oscillation period
measured by videography• Width: 0.175 m

Depth: 0.175 m
H/W: 1–11.4

• 0.25 · 2.0 · 0.2 m

Delnoij et al.
(1999)

Rectangular column D, VM, L 3-D Laminar Locally aerated Effect of dimensionality,
aspect ratio, effect of
momentum transfer due to
bubble–bubble collisions

–
• Width: 0.175 m

Depth: 0.175 m
H/W: 1–7.7

Lain et al.
(1999)

Cylindrical column
0.14 m D · 6.5 m H

D, VM, L 2-D k–e, bubble-
induced
turbulence

Uniformly
aerated

Effect of bubble-induced
turbulence

Time-averaged and
fluctuating bubble rise
velocity

Lain et al.
(2002)

Cylindrical column
0.14 m D · 6.5 m H

D, VM, L 2-D k–e, bubble-
induced
turbulence

Uniformly
aerated

Effect of momentum
and turbulence source due to
bubbles

Time-averaged and
fluctuating bubble rise
velocity

Present work Rectangular column D, VM, L 3-D k–e Locally
aerated

Effect of superficial gas velocity,
H/W ratio, lift force, numerical
diffusion on dynamic and
time-averaged flow properties

Wall pressure and
voidage fluctuation
measurement of Buwa
and Ranade (2002, 2005)

• Width: 0.2 m
Depth: 0.05 m
H/W: 2.25, 4.5

D: drag force, VM: virtual mass force, L: lift force, Hydro: hydrodynamic force, k–e: standard k–e model.
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simulate the recirculatory flow generated by a locally/uniformly aerated sparger. Later, the same group used
these simulations to assess the effect of numerical diffusion associated with Eulerian–Eulerian simulations
(Sokolichin et al., 1997).

Delnoij et al. (1997a,b, 1999) simulated unsteady gas–liquid flow in a rectangular bubble column using
the Eulerian–Lagrangian approach. The motion of bubbles was simulated by considering various forces
acting on them, viz., pressure and gravity force, drag, lift, virtual mass and other hydrodynamic forces.
They also developed a discrete bubble–bubble collision model to account for momentum exchange due
to bubble collisions (four-way coupling). Delnoij et al. (1997a) studied the effect of lift force on the instan-
taneous and time-averaged flow properties. The inclusion of lift force with a lift coefficient of 0.53 led to a
higher lateral dispersion of bubbles in the upper part of the column. Such lateral dispersion resulted in
breakdown of the recirculatory flow in the upper part of the column. Since the momentum exchange due
to bubble–bubble collision was found to be small compared with the momentum exchange due to various
forces acting on the bubbles, in their 1999 study, they might not have considered the bubble–bubble colli-
sion model. Delnoij et al. (1997b) further used their model to study the effects of aspect ratio and superficial
gas velocity on the motion of an oscillating bubble plume in a rectangular bubble column. Although they
could capture the oscillatory behavior of the bubble plume, the predicted plume oscillation periods were
1.5–2 times higher than those observed experimentally. It should also be noted that in all their simulations
the liquid phase flow was assumed to be laminar.

Lain et al. (1999, 2002) carried out two-dimensional simulations of gas–liquid flows in cylindrical bubble
columns. They simulated the turbulent gas–liquid flow using the standard k–e model. The coupling between
the fluid phases was achieved through momentum source terms and source terms in the k and e equations.
Their results indicate that adequate modeling of bubble-induced turbulence source terms in the k and e
equations is necessary for accurate prediction of time-averaged liquid and bubble velocities and their
fluctuations.

It should be noted that most of the simulation studies reported in the literature were carried out using
two-dimensional geometry, the liquid phase was assumed to be laminar and the simulated results were in qual-
itative agreement with the experiments. Although the predicted time-averaged properties such as liquid and
bubble velocity agreed well with the measurements, the predicted dynamic characteristics were not well studied
and validated. For any progress in the development of these models, the simulated results on time-averaged
fluid (gas and liquid) velocities and phase hold-ups together with simulated dynamic characteristics need to be
compared with the experiments. The present work is carried out with this motivation.

1.2. Present work

We simulated unsteady gas–liquid flows in a rectangular bubble column. The geometry of the column was
the same as that used for Eulerian–Eulerian simulations by Buwa and Ranade (2003). The force balance over
individual bubbles was solved by considering pressure, buoyancy, gravity, lift and virtual mass forces. Three-
dimensional, unsteady simulations were carried out to study the effects of superficial gas velocity and aerated
liquid height (H) to column width (W) ratio. The effects of lift force and numerical diffusion on the dynamic
and time-averaged properties were also studied. The simulated dynamic characteristics and time-averaged flow
properties were compared with the voidage fluctuation measurements of Buwa and Ranade (2005). The results
obtained using the Eulerian–Lagrangian simulations were compared with those obtained with the Eulerian–
Eulerian simulations of Buwa and Ranade (2003). The additional bubble-scale information was validated
using experimental measurements.

2. Experiments

A rectangular bubble column of 0.2 m width · 1.2 m height · 0.05 m depth was used (Fig. 1). This geom-
etry was same as that used by Pfleger et al. (1999). All experiments were carried out using air as a sparged gas
and tap water as a liquid phase, unless mentioned otherwise. The superficial air velocity was varied from 0.16
to 12.0 cm/s. A sparger with eight holes located at the center of the bottom cross-section (hole diameter
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Fig. 1. Experimental set-up for characterization of gas–liquid flows in a rectangular bubble column.

868 V.V. Buwa et al. / International Journal of Multiphase Flow 32 (2006) 864–885
0.8 mm, arranged in a square pitch of 6 mm) was used (see Buwa and Ranade, 2002, 2005 for more details of
the experimental set-up and procedure).

In our earlier work, we characterized gas–liquid flows in the above-mentioned rectangular bubble columns
using wall pressure and voidage fluctuations. Buwa and Ranade (2002) carried out wall pressure fluctuation
measurements to characterize the low-frequency oscillations in rectangular bubble columns. They discussed
the acquisition of wall pressure fluctuations and its analysis in detail and measured the plume oscillation
period (time required for one oscillation of the bubble plume) for different superficial gas velocities, sparger
configurations and H/W ratio. Pfleger et al. (1999) measured the time-averaged liquid velocity at different
liquid heights for the same column geometry. In order to complement this dataset, Buwa and Ranade
(2005) measured the time-averaged gas hold-up distribution and bubble passage frequencies at different H/
W ratios using conductivity probes. In the present work, these measurements were used for validation of
the numerical simulations.

3. Computational model

3.1. Governing equations

The mass conservation equation for the liquid phase (after Reynolds averaging) can be written as
o

ot
ðqlalÞ þ

o

oxj
ðqlalU liÞ ¼ Sl ð1Þ
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where ql is the liquid density, al is the liquid volume fraction. The subscript Sl represents the source to liquid
phase due to gas–liquid mass transfer and Ul is the mean liquid velocity. In the present work, gas–liquid mass
transfer was not considered and therefore Sl was set to zero. The liquid-phase momentum conservation equa-
tion can be written as
o

ot
ðqlalU liÞ þ

o

oxj
ðqlalU liU ljÞ ¼ �al

oP
oxi
þ o

oxj
alleff;l

oU li

oxj
þ oU lj

oxi

� �� �

� 2

3

o

oxi
alleff ;l

oU lm

oxm

� �
þ alqlgi þM li ð2Þ
where P is the pressure shared by both gas and liquid phases, leff,l is the effective viscosity of the liquid phase
(its calculation procedure is discussed separately in the following subsection) and Ml accounts for the inter-
phase momentum transferred from all the gas bubbles to the liquid phase per unit time per unit volume. The
detailed calculation procedure for Ml is discussed in Section 3.2.

The velocity of bubbles can be computed by solving the force balance over the individual bubbles:
mB

duBi

dt
¼ F Gi þ F Di þ F Li þ F VMi þ F Pi ð3Þ
where mB is the bubble mass, uB is the bubble velocity and FG, FD, FL, FVM, FP are the force due to the gravity,
drag force, lift force, virtual mass force and pressure force, respectively. The bubble trajectories can be com-
puted from the bubble velocities as
dxBi

dt
¼ uBi ð4Þ
The sum of forces due to the pressure gradient in the liquid phase (FPi), gravity and buoyancy (FGi) was cal-
culated as
F Gi ¼ mBgi 1� qL

qB

� �
þ mB

qB

rP ð5Þ
FDi accounts for the drag force exerted by the liquid on the bubble and was calculated as
F Di ¼
3

4

mB

qB

CD

dB

qLðuli � uBiÞjuli � uBij ð6Þ
where uli is the instantaneous liquid velocity and was estimated using Eq. (12). dB is the bubble diameter. CD is
the drag coefficient and was estimated as (Tsuchiya et al., 1997):
CD ¼ max
24

Re
ð1:0þ 0:15Re0:687Þ; 8

3

Eo
Eoþ 4

� �
ð7Þ
where Re is bubble Reynolds number (=dBjUl � uBjql/ll) and Eo is Eotvos number ð¼ gDqd2
B=rÞ. The lift

force, FLi, acting on a bubble was calculated as
F Li ¼ �CL
mB

qB

qLjuli � uBij � ðr � uliÞ. ð8Þ
The virtual mass force, FVMi, acting on a bubble was calculated as
F VMi ¼ �
DI
Dt
þ I � ruli

� �
where I ¼ CVMql

mB

qB

� �
ðuli � uBiÞ ð9Þ
Following Tomiyama et al. (2002), the lift coefficient (CL) was calculated as
CL ¼
min½0:288 tanhð0:121ReÞ; f ðEodÞ� for Eod < 4

f ðEodÞ for 4 6 Eod 6 10:7

�
ð10Þ
where
f ðEodÞ ¼ 0:0105Eo3
d � 0:0159Eo2

d � 0:0204Eod þ 0:474 ð11Þ
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Following Auton (1983), a virtual mass coefficient (CVM) of 0.5 was used unless mentioned otherwise. There
may be other forces acting on bubbles than those mentioned in Eq. (3), such as the Basset force (due to the
development of a boundary layer around the bubble), thermophoretic force (due to a large temperature
gradient) and Brownian force. The Basset force formulation involves a history integral which makes its
estimation computationally intensive. In addition, it is expected to be much smaller than the other dominant
forces acting on bubbles and hence it was not included (Ranade, 2002). The magnitudes of other forces such as
thermophoretic force and Brownian force are also expected to be very small compared with the magnitude of
the forces considered in Eq. (3) and these forces were therefore not considered in the present work.

The instantaneous liquid velocity (uli) used in Eqs. (6), (8) and (9) was estimated as the sum of the mean
liquid velocity (Uli) and a fluctuating velocity component ðu0iÞ as
uli ¼ U li þ u0iðtÞ ð12Þ

In the past, two different models have been used to predict the turbulent dispersion of particles, namely the
discrete random walk (DRW) model (Gosman and Ioannides, 1981) and the continuous random walk
(CRW) model (Thomson, 1987) which differ in the way in which the instantaneous fluid velocity is estimated
from the knowledge of liquid phase turbulence. In the DRW model, the random value of the fluctuating
velocity component is kept constant over an interval of time given by the characteristic lifetime of turbulent
eddies. In the CRW model, the fluctuating velocity components are obtained by solution of the Langevin
equation. This provides a more realistic description of the turbulent eddies, at the expense of increased
computational effort (due to the requirement for smaller time steps for the integration of particle trajectory
equation). In particular, the CRW model includes the effect of non-isotropic turbulent dispersion and there-
fore requires more computational resources. Rammohanan et al. (2003) performed single particle trajectory
calculations in stirred tanks and their results were not found to be sensitive to the model used for the turbulent
dispersion of particles. Therefore, we used the DRW model for the estimation of fluctuating liquid velocity.

In the DRW model, which is also called as the ‘‘eddy lifetime model’’, the fluctuating velocity is added to
the mean liquid velocity for a constant time interval given by the characteristic lifetime of liquid eddies. In this
case, each eddy was characterized by

(a) the Gaussian distributed random velocity fluctuation u 0, v 0 and w 0, and
(b) the eddy lifetime, se.

The values of u 0, v 0 and w 0 which prevail during the lifetime of the turbulent eddy were assumed to obey a
Gaussian distribution during the lifetime of an eddy and were estimated as
u0 ¼ f
ffiffiffiffiffiffi
u02
p

ð13Þ

where f is a normally distributed random number and the second term on the RHS of Eq. (13) is the root
mean square of local velocity fluctuations, which can be estimated from the local turbulent kinetic energy
(k) as (for isotropic turbulence)
ffiffiffiffiffiffi

u02
p

¼
ffiffiffiffiffi
v02
p

¼
ffiffiffiffiffiffi
w02
p

¼
ffiffiffiffiffiffiffiffiffiffi
2k=3

p
ð14Þ
The local turbulent kinetic energy (k) and its dissipation rate (e) were obtained using the standard k–e model,
which is described in detail later in this section. The characteristic eddy lifetime may be defined as a constant
se ¼ 2T L ð15Þ

or as a random variation about TL
se ¼ �T L logðrÞ ð16Þ
where r is random number from 0 to 1.0. TL is the integral time scale of turbulence and was estimated from
knowledge of the turbulent kinetic energy (k) and turbulent kinetic energy dissipation rate (e) as (Michaelides,
1997):
T L ¼ 0:15k=e ð17Þ
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The option of random se is known to be more realistic and was therefore used in the present work. The bubble
was assumed to interact with the fluid phase eddy over this eddy lifetime. When the eddy lifetime was reached,
a new value of the instantaneous velocity was obtained by applying a new value of f in Eq. (13).
3.1.1. Turbulence modeling

Several alternatives have been proposed to estimate the effective viscosity of the turbulent liquid phase in
gas–liquid flows. The standard k–e model of turbulence appears to perform satisfactorily (see, for example,
Pfleger et al., 1999; Sokolichin and Eigenberger, 1999). In the present work, we therefore used the standard
k–e model to estimate the effective viscosity of liquid phase as
leff ;l ¼ llam;l þ
Clqlk

2

e
ð18Þ
where leff,l and llam,l are the effective and molecular viscosities of the liquid phase, respectively. The modeled
form of the liquid phase k and e transport equation can be written as
o

ot
ðal/Þ þ

o

oxi
ðalU li/Þ ¼

o

oxi
al

tt

r/

o/
oxi

� �
þ S/ ð19Þ
where / can be either k or e and r/ is the model parameter describing turbulent dispersion of /. The corre-
sponding source term (S/) for k and e can be written as
Sk ¼ al½ðGþ GeÞ � e� ð20Þ

Se ¼ al

e
k
½C1ðGþ GeÞ � C2e� ð21Þ
where C1 and C2 are parameters of the k–e model. Following general practice, we used the same values of these
parameters proposed for the single-phase flows (C1 = 1.44, C2 = 1.92, Cl = 0.09, rk = 1.0, re = 1.3), G is tur-
bulence generation based on velocity gradients in the continuous phase and Ge is an extra turbulence gener-
ation due to the presence of the dispersed phase. Lain et al. (2002) analyzed the effect of bubble-induced
turbulence on mean and fluctuating liquid and bubble velocities by introducing appropriate source terms in
the k and e equations (Eqs. (20) and (21)). Their results indicate that the incorporation of such source terms
in k- and e-equations leads to better agreement of the predicted and measured quantities. Several investigators
have reported that two-dimensional simulations over-predict the turbulent viscosity and therefore damp the
low-frequency oscillations (see, for example, Pfleger et al., 1999). Hence, the importance of additional turbu-
lence generation terms used by Lain et al. (2002) in the presence of over-predicted turbulent viscosity due to
the two-dimensional nature of simulations is not clearly understood. Kataoka et al. (1992) analyzed the
influence of gas bubbles on liquid-phase turbulence. The motion of large bubbles generates extra turbulence.
However, their analysis indicates that the extra dissipation due to the small-scale interfacial structures almost
compensates for the extra generation of turbulence due to large bubbles. Numerical experiments also indicate
that one may neglect the contribution of extra turbulence generation (Ranade, 1997; Pfleger et al., 1999;
Sokolichin and Eigenberger, 1999). In the present work, therefore, Ge was set to zero.
3.2. Numerical solution

The numerical simulations were carried out using a rectangular bubble column. This column configuration
is same as that used for experiments and Eulerian–Eulerian simulations (Buwa and Ranade, 2003). The sim-
ulations were carried out for H/W ratios of 2.25 and 4.5 and superficial gas velocities in the range 0.14–
0.73 cm/s. Non-uniform structured grids of 15 (width) · 25 (height) · 5 (depth) cells and 15 · 46 · 5 cells
was used for column geometry with H/W ratios of 2.25 and 4.5, respectively, and referred to as coarse grid
simulations. Fine grid simulations were carried out using 29 · 50 · 11 and 29 · 92 · 11 computational cells
for H/W ratios of 2.25 and 4.5, respectively. Buwa and Ranade (2002) carried out simulations using different
configurations of locally aerated spargers and found that the results are not sensitive to the different sparger
representations. Therefore, the sparger through which gas was introduced into the column was modeled as the



Fig. 2. Typical grid used in present work (H/W: 4.5).
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area covered by the sparging holes (18 · 6 mm in the present case). A typical grid distribution and sparger
representation are shown in Fig. 2.

As shown in Fig. 2, the area covering the sparger holes through which gas enters the solution domain is
modeled as a velocity inlet. The measured average bubble size was about 5 mm for the range of operating
parameters considered in the present work (Buwa and Ranade, 2002). In the simulations, therefore, the rise
velocity of bubbles at the inlet was set equal to their terminal rise velocity (0.20 m/s). No-slip boundary con-
ditions were used at all the impermeable walls for the continuous phase, while bubbles were allowed to reflect
at these impermeable walls. Formulating boundary conditions at the gas–liquid interface at the top is not
straightforward. Ranade (2002) discussed different approaches for formulating the top boundary condition.
Following Ranade (2002), in the present work, the top surface of the dispersion was modeled as a velocity
inlet. The outgoing (axial) velocity of gas bubbles was set equal to the terminal rise velocity of gas bubbles
(estimated from a force balance over a single rising bubble). The normal liquid velocity was set to zero.
The implicit assumption here is that gas bubbles escape from the dispersion with their terminal rise velocity.
It should be noted that even after defining the top surface as an inlet, the gas volume fraction at the top surface
is a free variable. The exact value of the dispersion height was not known a priori. For rectangular bubble
columns, since the values of the overall gas volume fraction for the gas velocity values considered in the
present work were small (<2.5% for maximum the gas velocity of 0.73 cm/s used in this work), the height
of the dispersion was set equal to the height of the clear liquid in all the simulations.
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The model equations presented above were solved using the commercial flow simulation software FLU-
ENT 6.1 (Fluent Inc., USA). The user-defined drag and lift force (defined by Eqs. (6)–(8)) were supplied
through appropriate user-defined functions (UDFs). Separate time-averaging procedures were also incorpo-
rated using user-defined functions. The spatial derivative terms were discretized using a second-order QUICK
discretization scheme (see Leonard, 1979, and FLUENT user manuals) whereas temporal derivatives were
discretized using a first-order scheme. An Eulerian time step of 0.01 s was used in all simulations. All the
simulations were performed on a dual processor machine with Intel PIV processors. A typical transient
3-D simulation carried with a fine grid (29 · 92 · 11 cells) took about 5–6 days of computing. It should be
noted that the transient simulations need to be carried out for several plume oscillation cycles in order to
obtain a reasonably well-developed time-averaged flow after discarding initial transients. Owing to hardware
limitations, simulations could not be performed with further grid refinement.

The time step used to integrate the equations of bubble motion was calculated as
DtL ¼
Dt�

k
ð22Þ
where Dt*, is the characteristic time that is related to an estimate of the time required for the bubble to traverse
the current continuous phase control volume and k is the user-supplied step length factor, which is roughly
equal to the number of time steps required to traverse the continuous phase control volume. The effect of step
length factor on key dynamic and time-averaged flow properties is discussed in Section 4. A step length factor
of 100 was used unless mentioned otherwise. The number of bubbles tracked was typically in the range 300–
5500 for the range of superficial gas velocities and H/W ratios considered. The bubble positions were updated
after each iteration of the continuous phase. About 100 internal iterations were carried out for each contin-
uous phase iteration to ensure convergence.

The coupling between the dispersed and continuous phases is achieved through the liquid volume fraction
(al = 1 � ag) and momentum transfer from bubbles to liquid (Mli). Both the gas volume fraction (ag) and
momentum source term needs to be summed over the number of bubbles present in the computational cell.
The local liquid velocity at the centre of the bubble mass position used in Eqs. (6)–(8) needs to be calculated
from the Eulerian nodes of the computational cell. The gas phase volume fraction was calculated as the ratio
of the sum of the volume of bubbles (VB) in the computational cell under consideration to the cell volume
(Vcell):
ag ¼
P

nV Bi

V cell

ð23Þ
where n is the number of bubbles. The momentum transferred from each bubble was calculated as the sum of
instantaneous momentum contributions along the bubble trajectory in the control volume at each Lagrangian
time step as
M li ¼ �
1

V cell DtE

X
n

X
k

ðF Di þ F Li þ F VMiÞDtL ð24Þ
where Vcell is the control volume size. DtE and DtL are Eulerian and Lagrangian time steps, respectively, and
FDi, FLi and FVMi represent the momentum transfer through drag, lift and virtual mass force, respectively. The
summation over k represents the sum of the instantaneous momentum contributions along the bubble trajec-
tory in the control volume and summation over n accounts for the number of bubbles passing through the
control volume under consideration.

4. Results and discussion

When gas is introduced into the column filled with liquid, gas bubbles formed at the sparger holes rise
upwards in the pool of liquid exhibiting different length and time scales. Experimental instantaneous
snapshots of the oscillating bubble plume are shown in Fig. 3(a)(i) and (b)(i) for superficial gas velocities
of 0.14 and 0.73 cm/s, respectively. The inherently unsteady flow around individual bubbles eventually leads
to gross recirculatory flow as shown in Fig. 3. The focus of present work was to develop computational models



Fig. 3. Experimental and simulated snapshots of meandering bubble plume at a superficial gas velocity of (a) 0.14 and (b) 0.73 cm/s (H/W:
2.25).
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based on the Eulerian–Lagrangian approach to characterize the low-frequency oscillations of the meandering
bubble plume and bubble scale information.

The numerical simulations were carried out for a column with an H/W ratio of 2.25 for superficial gas
velocities in the range 0.14–0.73 cm/s. Initial simulations were carried out using a coarse grid (15 · 5 · 25
cells). In these simulations, momentum exchange was accounted for through drag and virtual mass forces
(Eq. (3)). The typical instantaneous distributions of bubbles obtained using Eulerian–Lagrangian simulation
at superficial gas velocities of 0.14 and 0.73 cm/s (at an H/W ratio of 2.25) are shown in Fig. 3(a)(ii) and (b)(ii).
In our previous work (Buwa and Ranade, 2003), we have also carried out Eulerian–Eulerian simulations for
the same column geometry, operating conditions and model parameters and the predicted instantaneous gas
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volume fraction distribution is shown in Fig. 3(a)(iii) and (b)(iii). It can be seen from the figures that the mean-
dering motion of the bubble plume is captured in satisfactory qualitative agreement with the experiments and
the instantaneous gas volume fraction distribution obtained using the Eulerian–Eulerian simulations. In order
to make a quantitative comparison of simulated results with experimental measurements, the plume oscillation
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period and time-averaged flow properties (vertical liquid velocity and gas hold-up) were compared with the
experimental measurements.

4.1. H/W ratio of 2.25

The voidage fluctuation time series simulated using the Eulerian–Lagrangian approach at a superficial gas
velocity of 0.14 cm/s, an H/W ratio of 2.25 and recorded at X = 0.1 m, Y = 0.25 m and Z = 0.025 m is shown
in Fig. 4(a), the corresponding time series predicted using the Eulerian–Eulerian model is shown in Fig. 4(b)
and the experimentally recorded voidage fluctuation time series using the conductivity probe is shown in
Fig. 4(c). The low-frequency oscillations corresponding to motion of meandering bubble plume can be clearly
seen and the number of low-frequency oscillations predicted by both Eulerian–Lagrangian and Eulerian–
Eulerian models were in good agreement with the experimental observations. The number of low frequency
oscillations predicted by the Eulerian–Lagrangian approach is about 4 (in 50 s after discarding the initial tran-
sients) (Fig. 4(a)), whereas that predicted by the Eulerian–Eulerian approach is about 4.5 (Fig. 4(b)). It should
be noted that the plume oscillation behavior is not exactly periodic (all cycles do not have the same plume
oscillation period). In fact, a distribution of the plume oscillation period always exists both in experiments
and in simulations. To analyze the experimental data, we used the dominant frequency of the power spectrum
to calculate the mean plume oscillation period. To analyze CFD simulations, we calculated the plume oscil-
lation period by averaging over a large number of cycles. When the number of cycles considered for averaging
is greater than 10, the average value of plume oscillation period remains almost the same.

In the case of voidage fluctuation time series obtained using the Eulerian–Lagrangian approach (as shown
in Fig. 4(a)), the gas hold-up fluctuation time series is constructed based on the passage of bubbles at a pre-
defined position in the column. Further, the averaging needs to be done with a suitably defined characteristic
time scale to extract the Eulerian information. Such averaged gas hold-up fluctuation time series obtained
using two different characteristic time scales are shown in Fig. 4(a). For more adequate comparison, we
compared the plume oscillation period, defined as the time required for one plume oscillation, with the exper-
imentally measured plume oscillation period, as shown in Fig. 5. Satisfactory agreement can be seen for a
range of superficial gas velocities. This also agrees well with the oscillation periods predicted by the Eule-
rian–Eulerian approach.

Before investigating the effect of various models and parameters, we studied the adequacy of the Lagrang-
ian time step (DtL) estimated using Eq. (22). We carried out simulations using step length factors (k in Eq. (22))
of 20 and 100 to study its effect on the plume oscillation period. At a superficial gas velocity of 0.14 cm/s, the
predicted plume oscillation period was not affected by k. However, at a superficial gas velocity of 0.73 cm/s,
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and Ranade (2002) for H/W ratios of 2.25 and 4.5, Eulerian–Eulerian simulations of Buwa and Ranade (2003)].
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the plume oscillation period was obtained using a step length factor of 20 was 7.23 s and that obtained using a
step length factor of 100 was 6.73 s (compared with an experimentally observed plume oscillation period of
5.88 s). With an almost fivefold increase in step length factor, only a 7% improvement in the predicted plume
oscillation period was observed. Therefore, we used a step length factor of 100 in further simulations. We also
studied the effect of grid resolution, lift and virtual mass force on the predicted plume oscillation period and
time-averaged flow properties at different superficial gas velocities and H/W ratios and the results are
discussed in the following sections.

The comparison of experimentally measured and predicted time-averaged gas hold-up and vertical liquid
velocity profiles is shown in Fig. 6(a) and (b) for a superficial gas velocity of 0.14 cm/s (for an H/W ratio
of 2.25). Fig. 6(a) shows a comparison of the experimentally measured time-averaged gas hold-up (see Buwa
and Ranade, 2005, for details of experiments) and predicted results at a liquid height of 0.37 m from the
column bottom. The time-averaged vertical velocity measured by Pfleger et al. (1999) for the same column
geometry was used for validation of the predicted time-averaged vertical liquid velocity, as shown in
Fig. 6(b). The comparison of the predicted gas hold-up with the experiments of Buwa and Ranade (2005)
at a superficial gas velocity of 0.73 cm/s is shown in Fig. 7. Unfortunately, experimental data on the time-aver-
aged liquid velocity were not available for this gas velocity. It should noted that the asymmetry in the
measured gas hold-up profiles as seen from Fig. 6(a) is a result of an insufficient data acquisition time.
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Particularly for low superficial gas velocities (as shown in Fig. 6(a)), where the plume spread is narrow, the
plume oscillation period is sufficiently large and it is difficult to acquire the experimental data for a very long
time to obtain symmetric gas hold-up profiles. However, as observed from Fig. 7, at larger superficial gas
velocities, the plume oscillation period is smaller and also the plume disperses reasonably and therefore the
gas hold-up profiles are symmetric. It can be seen from Figs. 6 and 7 that simulations carried without virtual
mass and lift force under-predict the time-averaged flow properties. Therefore, we carried out further simula-
tions to study the importance of virtual mass and lift force.

We carried out simulations without and with virtual mass force (with a CVM of 0.5). It was observed that
neither the plume oscillation period nor the time-averaged properties (vertical liquid velocity and gas hold-up)
were sensitive to the virtual mass force. This also agrees with the Eulerian–Eulerian simulations of Buwa and
Ranade (2003). We examined the effect of lift force using the lift coefficient correlation proposed by Tomiyama
et al. (2002) (see Eqs. (10) and (11)). The lift coefficient estimated from this correlation for a bubble size of
5 mm is about 0.2 (compared with a classical lift coefficient value of 0.5 used in previous studies; for example,
see Delnoij et al., 1997a,b). As shown in Fig. 5, the predicted plume oscillation period was not affected by the
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lift force for an H/W ratio of 2.25 for superficial gas velocities up to 0.59 cm/s. For superficial gas velocities
greater than 0.59 cm/s, the velocity gradients in the liquid phase become significant and the effect of lift force
starts to become evident. Further, the plume oscillation periods predicted by both the Eulerian–Lagrangian
and Eulerian–Eulerian approaches are almost the same and agree well with the measurements. However, it
can be seen from Figs. 6 and 7 that the lift force is necessary for the accurate prediction of time-averaged flow
properties. The effect of lift force is more significant for higher H/W ratios and is discussed further in the
following section.

In addition to the Eulerian–Eulerian simulations, additional bubble scale information was obtained in the
Eulerian–Lagrangian simulations. In order to extract bubble scale information such as bubble passage
frequency and bubble slip velocity, we recorded bubbles crossing a particular plane in the column (at a dis-
persed liquid height of Y = 0.25 m) and computed bubble passage frequency (defined as the reciprocal of
the time between successive passages of bubbles) at a specific location on the plane (X = 0.1 m, Y = 0.25 m,
and Z = 0.025 m) and its distribution is shown in Fig. 8. The predicted time-averaged bubble passage
frequency of 2 Hz agrees well with the experimental results of Buwa and Ranade (2005). The instantaneous
bubble slip velocity and its distribution recorded for about 550 bubbles at any particular instant at a super-
ficial gas velocity of 0.73 cm/s are shown in Fig. 9(a). Even though the mean slip velocity was 0.2054 m/s,



Fig. 10. Effect of numerical diffusion on the dynamics of meandering bubble plume (coarse grid, H/W: 4.5). (a) Eulerian–Lagrangian
simulations without lift force [Instantaneous bubble distribution [10 uniform contours of particle concentration in kg/m3 between 0 (black)
and 0.05 and above(white)] and instantaneous liquid velocity field (maximum velocity corresponds to 0.6 m/s)] and (b) Eulerian–Eulerian
simulations of Buwa (2004) with a lift coefficient of 0.5 [Instantaneous gas volume fraction distribution [10 uniform contours between 0.0
(black) and 0.05 and above (white)] and instantaneous liquid velocity field (maximum velocity corresponds to 0.6 m/s)].
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which agrees well for the bubbles of 5 mm diameter, there is a significant variation of slip velocities about this
mean value, as shown in Fig. 9(b).

4.2. H/W ratio of 4.5

The effect of H/W ratio was also studied. Fig. 10(a) shows instantaneous bubble positions and liquid
velocity distribution at an H/W ratio of 4.5 simulated using a coarse grid and without lift force at superficial
gas velocities of 0.14, 0.30, 0.59 and 0.73 cm/s. It can be seen from Fig. 10(a) that the local recirculation is
correctly captured for low gas velocities (up to 0.30 cm/s). For higher gas velocities (0.59 and 0.73 cm/s),
however, the local recirculation in the upper part of the column is not clearly predicted. In order to investi-
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gate further, we calculated the plume oscillation period from the numerically predicted voidage fluctuation
time series and the results are shown in Fig. 11. It should be noted that the measured plume oscillation periods
for H/W ratios of 2.25 and 4.5 were almost same (Buwa and Ranade, 2004) and measurements lie within
the error bar shown in Fig. 11. We also compared the predicted long time-averaged gas hold-up profiles
with the measurements of Buwa and Ranade (2005) for superficial gas velocities of 0.14 and 0.73 cm/s as
shown in Fig. 12(a) and (b), respectively. Unfortunately, the time-averaged liquid velocity data were not
available for this H/W ratio. Although the numerically predicted plume oscillation periods agree well with
the measured vales (as shown in Fig. 11), it can be seen from Fig. 12(a) and (b) that the gas hold-up is
Fig. 13. Effect of lift force on the dynamics of meandering bubble plume [fine grid, with lift coefficient of Tomiyama et al. (2002), H/W:
4.5]. (a) Eulerian–Lagrangian simulations [instantaneous bubble distribution [10 uniform contours of particle concentration in kg/m3

between 0 (black) and 0.05 and above (white)] and instantaneous liquid velocity field (maximum velocity corresponds to 0.6 m/s)] and (b)
Eulerian–Eulerian simulations of Buwa and Ranade (2003) [instantaneous gas volume fraction distribution [10 uniform contours between
0.0 (black) and 0.05 and above (white)] and instantaneous liquid velocity field (maximum velocity corresponds to 0.6 m/s)].
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under-predicted for simulations carried without considering the lift force. It is therefore necessary to include
the lift force.

In addition to the effect of lift force, the role of numerical diffusion, which is more pronounced in the
Eulerian–Eulerian simulations, is also important. For example, it can be seen from the results of Eulerian–
Eulerian simulations (as shown in Fig. 10(b)) carried out using the coarse grid and the classical value of
the lift coefficient of 0.5 that the numerical diffusion and excess lateral migration of gas bubbles caused by
higher value of lift coefficient lead to gas accumulation near the column walls and breakdown of the local
recirculatory flow. The combined effect of numerical diffusion and the incorrect magnitude of the lift force
on the dynamics can be further demonstrated from the plume oscillation periods obtained using the coarse
grid Eulerian–Eulerian simulation as shown in Fig. 11. It can be seen that the plume oscillation periods are
severely over-predicted at higher gas velocities. In addition to the plume oscillation period, the numerical dif-
fusion and incorrect lift force lead to gas accumulation near the column walls in the upper part of the column.
These effects of gas accumulation near the column walls were further discussed by Buwa and Ranade (2003).
Hence it should noted that a reduction in numerical diffusion (by the use of a finer grid) and correct modeling
of the lift force are key factors in predicting the dynamic and time-averaged flow characteristics of unsteady
gas–liquid flows. Since the motion of individual bubbles is simulated in the Lagrangian approach, the numer-
ical diffusion is much lower than in the Eulerian–Eulerian approach which is based on the solution of averaged
equations.

Based on our previous work on Eulerian–Eulerian simulations (Buwa and Ranade, 2003), we further inves-
tigated the role of lift force by using the correlation of Tomiyama et al. (2002) for the calculation of lift force.
For a further quantitative comparison, we compared the predictions of the coarse grid Eulerian–Lagrangian
simulations carried out accounting for the lift force with the measured plume oscillation period and time-aver-
aged gas hold-up profiles. The simulations carried out accounting for the lift force led to improved agreement
between the predicted and measured gas hold-up profiles (see Fig. 12(a) and (b)), but adversely affected the
predictions of the plume oscillation period at superficial gas velocities of 0.59 and 0.73 cm/s, as shown in
Fig. 11. In order to assess the role of numerical diffusion, we further carried out the simulations using a fine
grid resolution (29 · 92 · 11 cells). The simulated instantaneous bubble positions and liquid velocity distribu-
tion are shown in Fig. 13(a). It can be seen the liquid recirculation in the top of the column at higher liquid
velocities is now captured well. The corresponding Eulerian–Eulerian predictions of Buwa and Ranade
(2003) are also shown in Fig. 13(b). It can be seen that the Eulerian–Lagrangian simulations correspond well
with these simulations. It is interesting that although the plume oscillation periods are better predicted with grid
refinement, the agreement between predicted and measured gas hold-up profiles deteriorated (see Figs. 11 and
12).

Pfleger and Becker (2001) and Buwa and Ranade (2002) discussed the effects of grid resolution on both
dynamic and time-averaged flow properties (gas hold-up and liquid velocity profiles) and also reported that
the agreement of the predicted results with the experiments deteriorates with grid refinement. Unfortunately,
since liquid velocity measurements are not available for higher H/W ratios, it is difficult to assess the overall
quality of predictions. Its should be noted that the numerical diffusion in coarse grid simulations suppresses
the effect of many of the physical models [for example, the inter-phase coupling forces (such as lift and virtual
mass force), the turbulence dispersion of gas bubbles or the modulation of turbulence due to the presence of
bubbles]. However, with grid refinement, the numerical diffusion is significantly reduced, although not
eliminated, and the effects of physical models mentioned above become evident. The effect of the magnitude
of different inter-phase coupling forces and other physical models should, in principle, be verified at a refined
grid. However, simulations with grid refinement are possible only for a few cycles of plume oscillation.
Further, reasonable time-averaged profiles can be obtained only after time-averaging over several cycles.
Further work is in progress to investigate the role of numerical diffusion using refined grid resolutions and
to account for the effect of the dispersed phase gas volume fraction, which will be reported separately.

5. Conclusions

The dynamics of gas–liquid flows in rectangular bubble columns was studied using Eulerian–Lagrangian
simulations. The low-frequency oscillations corresponding to oscillatory motion of the bubble plume were
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accurately captured and the plume oscillation period was in good agreement with the experimental measure-
ments and with the Eulerian–Eulerian predictions of Buwa and Ranade (2003). The comparison of the pre-
dicted time-averaged gas hold-up and vertical liquid velocity with experimental measurements and
Eulerian–Eulerian simulations was found to be satisfactory. For higher H/W ratios, it was observed that
the numerical diffusion and incorrect magnitude of lift force lead to breakdown of local recirculatory flow
in the upper part of the column. Although we attempted to compare the predicted bubble-scale information,
for example, bubble passage frequency, additional measurements on bubble rise velocity are necessary for rig-
orous validation of Eulerian–Lagrangian models. Further work is also necessary to examine the effects of grid
resolution and the effect bubble-induced turbulence in more detail. The present work would provide a basis for
such further work.
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